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The Institute for the German Language (IDS) is the central 
institution for the study and documentation of the 
contemporary usage and recent history of the German 
language. Together with 85 other non-university research 
institutes and service facilities, it belongs to the Leibniz 
Association, one of the four major research organisations 
in Germany. 
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A problem often encountered in the process of 
compiling very large corpora is the existence of 
a significant – and difficult-to-estimate – amount 
of (near) duplicates. In other words, large text 
collections, whether they are extracted from the 
world wide web or from newspaper archives, 
usually contain many texts that differ only slightly 
or not at all and typically stem from the same 
text production act. Such (near) duplicates, are 
not only a real nuisance in manual corpus que-
ries but, more importantly, they may also bias 
statistical analyses in an unpredictable manner. 

In the DEUTSCHES REFERENZKORPUS, texts that are 
sufficiently similar are marked as doublets, de-
pending on their degree of similarity and other 
properties with respect to the corresponding 
similarity cluster, or as versions and variations 
with respect to a particular reference text. 

We used an elaborate algorithm to compute 
complete similarity matrices, e.g., for newspaper 
corpora as a whole and for similarities across 
different newspaper volumes and agency arti-
cles of one year. The algorithm … 

• is based on shingling  

• uses normalised token pentagrams as basic 
units of comparison 

• employs an improved, intuitive similarity met-
ric, particularly well suited for short texts: the 
shared shingle coverage ratio 

• computes similarities in, e.g., 20 years of 
die tageszeitung in less than four hours 

• has linear space complexity 
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